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Abstract. In this paper we prove a fully nonsmooth Pontryagin Maximum Principle for optimal
control problems driven by a sweeping process with drift ẋ ∈ f(t, x, u) − NC(t)(x). The setting we
study is an optimal control problem of Mayer type in which the optimization procedure is carried
out by choosing a control function u(t) from a class of admissible controls U . The choice of u ∈ U
modifies the drift f and the related solution x(t) to the perturbed sweeping process. Here, for the
first time, we are able to prove a Pontryagin Maximum Principle in the case in which the moving set
C(t) is both nonsmooth and non-convex by using a novel exact penalization technique which is able
to exploit the controllability properties of the dynamics.
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1. Introduction. Moreau’s sweeping process is a quasi-static model introduced
in the ’70s by J. J. Moreau to describe the dynamical interaction between a moving
constraint C(t) and a point-like object x(t). The time evolution of x(t) is represented
by the dynamic equation

(1.1) ẋ(t) ∈ −NC(t)(x(t)), a.e. t ∈ [0, 1], x(0) = x0 ∈ C(0),

satisfying the constraint x(t) ∈ C(t) for all t ∈ [0, 1]. Here, t  C(t) is a Lipschitz
continuous multifunction with closed convex values, and NC(t)(x) is the standard
normal cone used in convex analysis. In the seminal paper [32], it is shown the
existence and the uniqueness of the solution x(t) subject to the constraint x(t) ∈ C(t)
for all t ∈ [0, 1]. After that seminal contribution, several papers appeared (see, e.g.
[17, 13, 21] and references therein) dealing with existence and uniqueness results
associated with various generalizations of the initial value problem (1.1). In particular,
there has been a strong effort for obtaining existence and uniqueness results for the,
so called, perturbed sweeping process{

ẋ(t) ∈ g(t, x(t))−NP
C(t)(x(t)), a.e. on [0, 1],

x(0) = x0 ∈ C(0), x(t) ∈ C(t), ∀ t ∈ [0, 1],
(1.2)

where g : [0, 1]×RN → RN is a vector field measurable with respect to t and Lipschitz
continuous with respect to x, while the moving set t  C(t) is a mildly non-convex
set for each t ∈ [0, 1] (see, e.g. [13, 36] and references therein). Hereinafter NP

C(t)

stands for the proximal normal cone.
These existence and uniqueness results pave the way to the study of control
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systems such as
ẋ(t) ∈ f(t, x(t), u(t))−NP

C(t)(x(t)), a.e. on [0, 1],

u ∈ U
x(0) = x0 ∈ C(0), x(t) ∈ C(t), ∀ t ∈ [0, 1].

(CS)

where f : [0, 1]×RN×Rm → RN is a controlled vector field, C(t) is the moving set and
U is a set of measurable functions. It turns out that, under general conditions on the
controlled vector field and on the moving set, the control system (CS) is well-posed,
in the sense that, for each u ∈ U and x0 ∈ C(0), there exists a unique, absolutely
continuous arc x : [0, 1]→ RN solution to (CS); see for instance [20].

The study of control systems like (CS) has received an increasing attention in the
last decade. Such a kind of control systems has been used to provide models for some
electric circuits [2], for crowd motion [29], for hysteresis [27], for studying the evolution
of a robotic intruder in soil [35] and as a tool for identification of parameters [8] for
some mechanical systems subject to unilateral constraints. In particular, there has
been an increasing attention for what concerns the study of optimal control problems
driven by a dynamic equation as in (CS). The characterization of the value function
as a unique generalized solution of a Hamilton-Jacobi-Bellman equation was derived
for several kinds of optimal control problems driven by control systems like (CS) (see,
e.g., [28, 34, 16, 35] and references therein).

There has also been an extensive effort to derive versions of the Pontryagin Maxi-
mum Principle for optimal control problems driven by (CS). Here, the main challenge
is to derive the adjoint equation, in particular at those points in which a discontinu-
ity of the dynamical system (CS) arises. To tackle such a problem, two main proof
methodologies have been employed so far. The first one, which we refer to as discrete
approximation method [30], consists in discretizing the optimal control problem driven
by (CS), with a finer and finer time step. This leads to an optimization problem for
which one can use well-known necessary conditions for constrained optimization prob-
lems. The challenging parts of the method consist in passing to the limit, both in the
primal discretized problem and in the dual set of necessary conditions, when the time
step vanishes. To successfully carry out these steps, several advanced techniques of
variational analysis are used (see, e.g. [31, 33]). Examples of this approach can be
found in [11, 12, 14, 15] and the references therein. This approach has also been able
to tackle the case in which the moving set depends on a Lipschitz continuous control
(see, e.g. [10]). However, for the sweeping process dynamics (CS), the state-of-the-
art results obtained by using the discrete approximation technique cover the case
in which the vector field satisfies mild regularity assumptions, while the constraint
C(t), although possibly nonsmooth and non-convex [11], has to satisfy assumptions
stronger than the one employed in this paper (cfr. Hypotheses 2.1, 2.6 and 2.7 be-
low). Furthermore, unless assuming some convexity on the control set [15], all the
results achieved so far by using the discrete approximation technique, present merely
a local/weak maximality condition instead of the standard, well-known maximality
condition of the Pontryagin Maximum Principle; cfr. Condition (iv) in Theorem 2.12.

A different approach is instead based on approximating the normal cone using
a differentiable (or merely Lipschitz continuous) approximation and considering the
related optimal control problem for which well-known necessary conditions can be
applied. Here, the main issue concerns the choice of the approximating function whose
gradient approximates the normal cone. Indeed, roughly speaking, if the normal cone
can be approximated by the gradient of a sequence of smooth functions, then, in the
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necessary conditions, one has to deal with the Hessians of these smooth functions
which, in general, do not have good compactness properties. As a matter of fact,
this approach was successfully applied to strictly convex, smooth moving sets [7] or
to moving sets with smooth boundary [4, 5, 18, 38].

In this paper, for the first time, we are able to prove the Pontryagin Maximum
Principle for a quite general, non-convex and nonsmooth moving set and on minimal
hypothesis on the drift f . Indeed, in this paper we will assume that the moving set
C(t) is described by l differentiable functions h1, . . . , hl as

C(t) =
{
x ∈ RN | hi(t, x) ≤ 0, i = 1, . . . , l

}
.

and such that satisfy a positive linear independence constraint qualification (see Hy-
pothesis 2.7 for a detailed definition). To achieve such a result, we will make use of a
novel exact penalization technique based on the idea that the term −NC(t)(x) actively
constraints the optimal state trajectory in C(t). The effect of such a force is then
captured by the dynamics

(1.3) ẋ(t) = f(t, x(t), u(t))−
l∑
i=1

αi(t)∇xhi(t, x(t)), x(0) = x0,

where α = (α1, . . . , αl) is a new control representing the action of the normal cone on
the state trajectory. To obtain a solution to (CS), we add a term in the cost functional
which penalizes all those trajectories of (1.3) which are not also solutions of (CS).
Such a novel approach permits to exploit the small-time local controllability relation
between the dynamics (1.3) and the moving constraint C(t), by notably simplifying
the proof of the necessary conditions.

The following notations will be used throughout the paper. For vector a x ∈ Rn,
‖x‖ denotes its Euclidean length, while 〈·, ·〉 denotes the scalar product in Rn. Given
δ > 0, we use B(x, δ) to denote the closed ball in Rn centered at x and with radius δ.
For a multifunction Γ : Rn  Rk, the graph is defined as

Gr Γ := {(x, v) ∈ Rn × Rk | v ∈ Γ(x)}.

Given a closed set A ⊂ Rn, the distance from A is defined as

distA(x) = inf
y∈A
‖x− y‖, x ∈ Rn.

For any x ∈ A, the proximal normal cone NP
A (x) at x to A is defined as the set of

p ∈ Rn such that there exists M > 0 satisfying the relation

〈p, y − x〉 ≤M‖x− y‖2, for all y ∈ A.

W 1,1([0, 1];Rn) is the set of absolutely continuous functions from [0, 1] to Rn, while
M ([0, 1];Rm) is the set of Lebesgue-measurable functions from [0, 1] to Rm and
BV ([0, 1];Rn) is the set of bounded variation functions from [0, 1] to Rn. Given any
positive, vector-valued Borel measure µ defined on [0, 1], we use supp(µ) for denoting
its support.

Take a lower semicontinuous function f : Rk → R ∪ {+∞} and a point x̄ ∈
dom f := {x ∈ Rk | f(x) < +∞}. The limiting subdifferential of f at x̄ (also known
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as Mordukhovich’s subdifferential) is defined a:

∂f(x̄) :=
{
ξ | ∃ ξi → ξ and xi

dom f−→ x̄ such that

lim sup
x→xi

〈ξi, x− xi〉 − f(x) + f(xi)

|x− xi|
≤ 0 for all i ∈ N

}
.

If f is Lipschitz continuous in a neighborhood of x̄, then the Clarke’s subdiffer-
ential of f at x̄ is co ∂f(x̄).

2. Setting of the problem. Given an end-point cost g : RN → R we are
concerned with the Mayer problem associated with a controlled sweeping process,
that is, 

Minimize g(x(1))

over all x ∈W 1,1
(
[0, 1];RN

)
and u ∈M ([0, 1];Rm)

such that ẋ(t) ∈ f(t, x(t), u(t))−NP
C(t)(x(t)), for a.e. t ∈ [0, 1],

u(t) ∈ U(t), for a.e. t ∈ [0, 1],

x(0) = x0 ∈ C(0),

(P)

In this context any process (x, u) ∈ W 1,1
(
[0, 1];RN

)
×M ([0, 1];Rm) satisfying

the conditions of problem (P) will be called feasible. In particular, feasible processes
satisfy the Cauchy problem

(2.1) ẋ(t) ∈ f(t, x(t), u(t))−NP
C(t)(x(t)), a.e. on [0, 1], x(0) = x0,

as well as the state constraints

x(t) ∈ C(t), ∀ t ∈ [0, 1],

under the convention that NP
C(t)(x) = ∅ whenever x /∈ C(t) for any t ∈ [0, 1]. For the

sake of simplicity, the initial condition x0 remains fixed along the paper.
Given δ > 0, we say that a feasible process (x̄, ū) is a strong δ-local minimizer for

problem (P) if

g(x̄(1)) ≤ g(x(1))

for every feasible process (x, u) such that

‖x− x̄‖L∞ ≤ δ.

Our task in this paper is to exhibit optimality conditions for strong δ-local min-
imizers in a framework where the moving set is nonsmooth. Indeed, we are mainly
concerned with the case in which C : [0, 1] RN is a set-valued map determined by
a given continuous mapping h : [0, 1]× RN → Rl in the following way

C(t) =
{
x ∈ RN | hi(t, x) ≤ 0, i = 1, . . . , l

}
.

As usual in the literature of sweeping processes, we assume that the moving set is
uniformly prox-regular and depends continuously on the time variable. The following
basic assumptions are enforced along the paper:
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Hypothesis 2.1. There is ρ > 0 such that for each t ∈ [0, 1], the set C(t) is a
nonempty closed uniformly ρ-prox-regular set1 and there is LC > 0 such that

|distC(t)(x)− distC(s)(x)| ≤ LC |t− s|, ∀x ∈ RN , ∀t, s ∈ [0, 1].

To avoid measurability issues, in our setting the multifunction U : [0, 1]  Rm
and the dynamics f : [0, 1]× RN × Rm → RN are assumed to satisfy

Hypothesis 2.2. GrU is a nonempty L × Bm measurable set.

Hypothesis 2.3. f is L × BN × Bm measurable on [0, 1]× RN × Rm.

We use U to denote the set of all measurable selections of U : [0, 1] Rm. Notice
that under the assumptions we have imposed up to this point, by standard arguments
of the theory of sweeping processes with drift (see for instance [20]), it follows that,
given u ∈ U , any process (x, u), solution of the Cauchy problem (2.1) satisfies

(2.2) ‖ẋ(t)− f(t, x(t), u(t))‖ ≤ ‖f(t, x(t), u(t))‖+ LC , for a.e. t ∈ [0, 1].

2.1. Standing assumptions and parametric representation of the nor-
mal cone. The technique we present in the next sections for obtaining optimality
conditions requires some technical assumptions, which we proceed to introduce. In
particular, for the analysis we propose such hypotheses are only needed in a tube
around a reference trajectory. Consequently, we assume that for a given feasible
process (x̄, ū), there is δ > 0 (which remains fixed from now on), for which the fol-
lowing conditions hold:

Hypothesis 2.4. There exists a L×Bm measurable function Kf : [0, 1]×Rm → R
such that t 7→ Kf (t, ū(t)) is integrable and

‖f(t, x, u)− f(t, y, u)‖ ≤ Kf (t, u)‖x− y‖,

for every x, y ∈ B(x̄(t), δ), u ∈ U(t) and for a.e. t ∈ [0, 1].

Hypothesis 2.5. there exists a positive constant c > 0 such that

‖f(t, x, u)|| ≤ c

for every u ∈ U(t), x ∈ B(x̄(t), δ) and for a.e t ∈ [0, 1].

Let us point out that by [33, Theorem 14.26] the mapping t  NP
C(t)(x̄(t)) is

measurable and thus, since it also has closed images, [33, Theorem 14.16] implies that
there is a measurable selection2 η̄ ∈M

(
[0, 1];RN

)
of t NP

C(t)(x̄(t)), such that

˙̄x(t) = f(t, x̄(t), ū(t))− η̄(t), for a.e. t ∈ [0, 1], x(0) = x0.

In our approach, it is important that this measurable selection can be represented
by means of the partial derivatives of the scalar functions h1, . . . , hl, in the sense that

1This means that

〈η, y − x〉 ≤
‖η‖
2ρ
‖y − x‖2, ∀t ∈ [0, 1], x, y ∈ C(t), η ∈ NP

C(t)(x).

2To see this, according to the notation of [33, Theorem 14.16], it is enough to take D(t) = {0},
X(t) = NP

C(t)
(x̄(t)) and the Carathéodory map F (t, η) = ˙̄x(t)− f(t, x̄(t), ū(t)) + η.
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there is ᾱ ∈M
(
[0, 1];Rl

)
such that

(2.3) 0 ≤ ᾱ(t)⊥ h(t, x̄(t)) and η̄(t) =

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t)), for a.e. t ∈ [0, 1].

To justify this representation, we impose the following conditions:

Hypothesis 2.6. Each hi is continuous with x 7→ hi(t, x) being continuously dif-
ferentiable on B(x̄(t), δ) for all t ∈ [0, 1]. Moreover, there exists a constant Lh > 0
such that

max {|hi(t, x)− hi(s, y)|, ‖∇xhi(t, x)−∇xhi(s, y)‖} ≤ Lh (|t− s|+ ‖x− y‖)

for every i = 1, . . . , l, (t, x), (s, y) ∈ (Gr x̄+ δB) with t, s ∈ [0, 1].

Hypothesis 2.7. The following positive linear independence constraint qualifica-
tion is satisfied: for every t ∈ [0, 1], it follows that∑

i∈I(t,x̄(t))

αi∇xhi(t, x̄(t)) = 0, with each αi ≥ 0 =⇒ αi = 0, ∀i ∈ I(t, x̄(t)).

Here I(t, x) stands for the set of active indexes, that is,

I(t, x) := {i ∈ {1, . . . , l} | hi(t, x) = 0} , ∀(t, x) ∈ [0, 1]× RN .

Remark 2.8. It is important to observe that the prox-regularity assumption ap-
pearing in Hypothesis 2.1 is distinct from the positive linear constraint qualification
(Hypothesis 2.7). In general, these two assumptions are not related to each other. In-
deed, the line C = {(x, y) ∈ R2 | x = 0} (equivalent to {(x, y) ∈ R2 | x ≤ 0, −x ≤ 0})
is prox-regular, but the gradients of the constraint functions are not positively lin-
early independent. On the other hand, in R2 the functions h1(t, x, y) := x− 3

√
y5 and

h2(t, x, y) := −y satisfy Hypothesis 2.7, however, the (nonsmooth) set

C = {(x, y) ∈ R2 | x− 3
√
y5 ≤ 0, y ≥ 0}

is not prox-regular because, on the one hand NP
C ((x, y)) = {λ(1,− 5

3
3
√
y2) | λ ≥ 0}

for any (x, y) ∈ ∂C with y > 0 and, on the other hand, since (0, 0) ∈ C if the set were
prox-regular there would be some ρ > 0 such that

−x+
5

3
3
√
y5 ≤

√
1 + 25

9
3
√
y4

2ρ
(x2 + y2)

for any (x, y) ∈ ∂C such that y > 0; in particular x = 3
√
y5. From here, dividing the

inequality by 3
√
y5, one gets the inequality

2

3
≤

√
1 + 25

9
3
√
y4

2ρ
( 3
√
y5 + 3

√
y)

which leads to 2
3 ≤ 0 when letting y → 0. Therefore, C cannot be prox-regular.

Let us also mention that positive linear independence of the gradients plus some
additional qualification conditions do imply prox-regularity; see [3, Theorem 3.5].
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Lemma 2.9. Assume that Hypotheses 2.1 to 2.7 hold. Then there is ᾱ ∈ L∞
(
[0, 1];Rl

)
such that (2.3) holds.

Proof. By [9, Corollary 10.44 and Theorem 11.36] the proximal normal cone in
this setting can be written as

NP
C(t)(x) =

{
l∑
i=1

αi∇xhi(t, x) | αi ≥ 0, such that αihi(t, x̄(t)) = 0, i = 1, . . . , l

}
.

(2.4)

Moreover, the set-valued map

t 
{
α ∈ Rl | αi ≥ 0, αihi(t, x̄(t)) = 0, i = 1, . . . , l

}
is measurable thanks to [33, Example 14.15]. Therefore, the existence of a measurable
function ᾱ : [0, 1] → Rl that satisfies (2.3) is guaranteed by [33, Theorem 14.16]. It
remains to show that ᾱ is essentially bounded.

Suppose by contradiction that max
i=1,...,l

‖ᾱi‖L∞ = +∞. Then there is a sequence

{tk}k∈N of Lebesgue points of ᾱ such that rk := max
i=1,...,l

ᾱi(tk) → +∞ as k → +∞.

Without lost of generality, we assume that the sequence {tk}k∈N converges to some
τ ∈ [0, 1] and that I(tk, x̄(tk)) ⊆ I(τ, x̄(τ)) for any k ∈ N; this last fact is justified by
the continuity of the scalar functions hi.

Notice that, thanks to (2.2) and Hypothesis 2.5, it follows that

(2.5)

∥∥∥∥∥
l∑
i=1

ᾱi(t)∇xhi(t, x̄(t))

∥∥∥∥∥ = ‖ ˙̄x(t)− f(t, x̄(t), ū(t))‖ ≤ c+ LC .

Let aik := ᾱi(tk)
rk

for any k ∈ N and i = 1, . . . , l. Remark that each sequence

{aik}k∈N is contained in the interval [0, 1]. Thus, passing into a subsequence if neces-
sary, we can assume that each sequence converges to some ai ∈ [0, 1], with at least
one ai nonzero for some i ∈ I(τ, x̄(τ)) (equal to 1 actually). Since, rk → +∞, from

(2.5) it follows that
∑

i∈I(τ,x̄(τ))

ai∇xhi(τ, x̄(τ)) = 0. Therefore, by Hypothesis 2.7 each

ai must equal zero, which is a contradiction.

We will also enforce the following standard condition on the cost function:

Hypothesis 2.10. The mapping x 7→ g(x) is Lipschitz continuous on B(x̄(1), δ).

Finally, in order to handle nondegeneracy and normality of the maximum principle
for an auxiliary optimal control problem which we will introduce later on, the next
condition is also required:

Hypothesis 2.11. There exist r′ > 0 and K ′ > 0 such that

‖f(t, x, u)− f(t, y, u)‖ ≤ K ′‖x− y‖,

for every x, y ∈ B(x̄(0), δ), u ∈ U(t) and for a.e. t ∈ [0, r′[.

2.2. Statement of the main result. Recall that Hypotheses 2.2 to 2.7, 2.10,
and 2.11 remain always in force, and that ᾱ ∈ L∞

(
[0, 1];Rl

)
is given by Lemma 2.9

and satisfying the condition (2.3) is a reaction term introduced by the sweeping process
on the control system.
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Theorem 2.12. Suppose that (x̄, ū) is a strong δ-local minimizer for problem (P).
Then, there exist σ, ξ ≥ 0, p ∈W 1,1

(
[0, 1];RN

)
, some positive definite Borel measures

µ1, . . . , µl satisfying the following conditions:

(i) σ + ξ

l∑
i=1

∫ 1

0

ᾱi(t)dt+

l∑
i=1

µi([0, 1]) = 1;

(ii) for a.e. t ∈ [0, 1],

−ṗ(t) ∈co ∂x

{
q(t) ·

(
f(t, x̄(t), ū(t))−

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t))

)}

+ξ

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t))

where

(2.6) q(t) =


p(t) +

l∑
i=1

∫
[0,t[

∇xhi(s, x̄(s))µi(ds) if t ∈ [0, 1[,

p(1) +

l∑
i=1

∫
[0,1]

∇xhi(s, x̄(s))µi(ds) if t = 1;

(iii) −q(1) ∈ σ∂g(x̄(1));
(iv) for a.e. t ∈ [0, 1]

〈q(t), f(t, x̄(t), ū(t))〉 = max
u∈U(t)

{〈q(t), f(t, x̄(t), u)〉} ;

(v) for each i = 1, . . . , l we have supp(µi) ⊆ {t ∈ [0, 1] | hi(t, x̄(t)) = 0};
(vi) 〈q(t),∇xhi(t, x̄(t))〉 = 0 for a.e. t ∈ {s ∈ [0, 1] | ᾱi(s) > 0}.
Remark 2.13. Notice that Theorem 2.12 is an extension of the Pontryagin max-

imum principle for problems with state constraints, and as such, degeneracy and
abnormality are issues that can arise. In particular, the new multiplier ξ, which is
intrinsically associated with the normal cone term of the dynamical system, needs to
be understood more thoroughly. Particular degeneracy issues may appear if one has
σ = 0 and

ξ

l∑
i=1

∫ 1

0

ᾱi(t)dt =

l∑
i=1

µi([0, 1]).

Additional qualification conditions for avoiding degeneracy and abnormality, as the
ones in [25], are planned to be studied elsewhere.

Remark 2.14. The Pontryagin maximum principle for problem (P) stated in The-
orem 2.12 has some formal resemblance with the state constrained Pontryagin maxi-
mum principle in Gamkrelidze form [26, 6] in which the adjoint equation reads as

−ṗ(t) ∈ ∂xHe(t, x̄(t), ū(t), p(t), µ(t)), t ∈ [0, 1],

where

He(t, x, u, p, µ(t)) = sup
u∈U(t)

{〈
p, f(t, x, u)−

l∑
i=1

µi(t)∇xhi(t, x)

〉}
8



and µi(t) is a non-negative function of bounded variation with support in the set
{t ∈ [0, 1] : hi(t, x̄(t)) = 0}. In particular, the analogy between Theorem 2.12
and the state constrained Pontryagin maximum principle in Gamkrelidze form arises
in view of the presence of a “second order derivative” of the functional inequality
describing the state constraint. However, if on one hand the second order derivatives
do appear in the adjoint equation of Theorem 2.12, on the other the multiplier q is
defined as in (2.6), which is the well-known Dubovitskii-Milyutin formulation.

To prove this result we introduce a novel exact penalization technique. The core
of the proof of Theorem 2.12 can be found in section 4. In the next section we describe
the exact penalization technique we introduce in this paper.

3. Auxiliary optimal control problem. We will divide the proof of Theo-
rem 2.12 in two separate cases: when the optimal process (x̄, ū) is such that the
normal cone is active or when the normal cone is inactive. We will start by consider-
ing the former case and, in what follows, we will work under the assumption:

(3.1)

l∑
i=1

∫ 1

0

ᾱi(t)dt > 0,

that is, the process (x̄, ū) has active normal cone.
Let us define the set of control values

A :=

l∏
i=1

Ai ⊆ Rl, where each Ai := [0, ‖ᾱi‖L∞ + 1] ,

where we recall that ᾱi is given by Lemma 2.9 and satisfies the condition (2.3).
For γ > 0, consider the running cost Λ : [0, 1]× Rl → R given by

Λ(t, α) =
γ

2
‖α− ᾱ(t)‖2,

and the final time cost g̃ : RN+1 → R defined as

g̃(x, y) := max {g(x)− g(x̄(1)), y} .

We introduce the following auxiliary optimal control problem with state constraints



Minimize J(x, y, u, α) := g̃(x(1), y(1)) +

∫ 1

0

Λ(t, α(t))dt

over all (x, y) ∈W 1,1
(
[0, 1];RN+1

)
and (u, α) ∈M

(
[0, 1];Rm+l

)
such that ẋ(t) = f(t, x(t), u(t))−

l∑
i=1

αi(t)∇xhi(t, x(t)), a.e. on [0, 1],

ẏ(t) = −
∑l
i=1 αi(t)hi(t, x(t)), a.e. on [0, 1],

(u(t), α(t)) ∈ U(t)×A for a.e. t ∈ [0, 1],

hi(t, x(t)) ≤ 0, for any t ∈ [0, 1], i = 1, . . . , l

x(0) = x0, y(0) = 0,

‖(x, y)− (x̄, ȳ)‖L∞ + ‖α− ᾱ‖2L2 ≤ δ.

(Pγ)
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Here we regard t 7→ (u(t), α(t)) as a new control variable with values in the space
Rm+l ∼= Rm × Rl. Let us call X the subset of W 1,1

(
[0, 1];RN+1

)
×M

(
[0, 1];Rm+l

)
consisting of all feasible processes (x, y, u, α) for the auxiliary problem (Pγ).

Then it is not difficult to check that (x̄, ȳ, ū, ᾱ) is a minimizer for (Pγ), where
ȳ = 0. Indeed, let us first observe that, since y(0) = 0 and αi(t)hi(t, x(t)) ≤ 0 for all
i = 1, . . . , l, for a.e. t ∈ [0, 1], then any process (x, y, u, α) ∈ X is such that y(t) ≥ 0
for all t ∈ [0, 1]. This in particular implies that

g̃(x(1), y(1)) ≥ 0, ∀ (x, y, u, α) ∈ X.

Since (x̄, ȳ, ū, ᾱ) ∈ X and J(x̄, ȳ, ū, ᾱ) = 0, then this shows that (x̄, ȳ, ū, ᾱ) is a
minimizer for (Pγ).

4. Necessary conditions. Let us begin by recalling some auxiliary results from
the literature. Consider a general optimal control problem of Bolza type with state
constraints:

Minimize ϕ(x(1)) +

∫ 1

0

L(t, x(t), ω(t))dt

over all x ∈W 1,1 ([0, 1];Rn) and ω ∈M ([0, 1];Rm)

such that ẋ(t) = Ψ(t, x(t), ω(t)), a.e. on [0, 1],

ω(t) ∈ Ω(t), for any t ∈ [0, 1],

hi(t, x(t)) ≤ 0, for any t ∈ [0, 1], i = 1, . . . , l,

x(0) = x0.

(PB)

Let us recall that a feasible process (x̄, ω̄) for problem (PB) is said to be a W 1,1

local minimizer if there exists % > 0 such that

ϕ(x̄(1)) +

∫ 1

0

L(t, x̄(t), ω̄(t))dt ≤ ϕ(x(1)) +

∫ 1

0

L(t, x(t), ω(t))dt

for any feasible process (x, ω) for problem (PB) such that ‖x− x̄‖W 1,1 ≤ %.
Optimality conditions for state constrained (and free end-point) problems such

as (PB) in form of a maximum principle are well-known nowadays. The following is
a suitable version for the case we are considering (see for instance [37, Chapter 9]).

Lemma 4.1. Let (x̄, ω̄) be a W 1,1 local minimizer for the problem (PB). Assume
that for some % > 0 the following holds:

(A1) the mappings (t, ω) 7→ Ψ(t, x, ω) and (t, ω) 7→ L(t, x, ω) are L×Bm measurable
on [0, 1] × Rm for x ∈ Rn fixed, and there is a Borel measurable function
κ : [0, 1]× Rm → R such that t 7→ κ(t, ω̄(t)) is integrable and

‖Ψ(t, x, ω)−Ψ(t, y, ω)‖+ |L(t, x, ω)− L(t, y, ω)| ≤ κ(t, ω)‖x− y‖

for all x, y ∈ B(x̄(t), %), ω ∈ Ω(t) and for a.e. t ∈ [0, 1].
(A2) Gr Ω ⊆ Rm+1 is a nonempty L × Bm measurable set.
(A3) x 7→ ϕ(x) is Lipschitz continuous on B(x̄(1), %).
(A4) Each hi is continuous on [0, 1] × Rn with x 7→ hi(t, x) being differentiable on

B(x̄(t), %) for all t ∈ [0, 1] fixed such that ∇xhi is continuous at any (t, x) ∈
[0, 1]× Rn that satisfies x ∈ B(x̄(t), %).

Then there exist p ∈ W 1,1 ([0, 1];Rn), λ ≥ 0 and (positive) Borel measures µ1, . . . , µl

on [0, 1] such that
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(i) (λ, µ1, . . . , µl, p) 6= (0, 0, . . . , 0, 0);
(ii) −ṗ(t) ∈ co ∂xHλ (t, x̄(t), q(t), ω̄(t)) for a.e. t ∈ [0, 1];

(iii) −q(1) ∈ λ∂ϕ(x̄(1));
(iv) Hλ (t, x̄(t), q(t), ω̄(t)) = maxω∈Ω Hλ (t, x̄(t), q(t), ω) for a.e. t ∈ [0, 1];
(v) supp(µi) ⊆ {t ∈ [0, 1] | hi(t, x̄(t)) = 0} for all i = 1, . . . , l.

Here Hλ (t, x, q, ω) = 〈q,Ψ(t, x, ω)〉 − λL(t, x, ω) and

q(t) =


p(t) +

l∑
i=1

∫
[0,t[

∇xhi(s, x̄(s))µi(ds) if t ∈ [0, 1[

p(1) +

l∑
i=1

∫
[0,1]

∇xhi(s, x̄(s))µi(ds) if t = 1

Furthermore, if stronger conditions are satisfied then degenerate multipliers can be
ruled out from Lemma 4.1, and normality (λ = 1) can be ensured.

Lemma 4.2. Let (x̄, ω̄) be a W 1,1 local minimizer for the problem (PB). Assume
that for some % > 0 the assumptions in Lemma 4.1 hold. Then the conditions of
Lemma 4.1 are satisfied with λ = 1 provided that there exist r, η,kΨ,kω > 0 such that
(CQ1) for all x, y ∈ B(x̄(0), %), ω ∈ Ω(t) and for a.e. t ∈ [0, r[

‖Ψ(t, x, ω)−Ψ(t, y, ω)‖+ |L(t, x, ω)− L(t, y, ω)| ≤ kΨ‖x− y‖

(CQ2) if max
i=1,...,l

hi(0, x0) = 0, then there exists a measurable selection (a control) ω1

of Ω : [0, 1]→ Rm satisfying that for a.e. t ∈ [0, r[

max {‖Ψ(t, x0, ω̄(t))‖, |L(t, x0, ω̄(t))|, ‖Ψ(t, x0, ω1(t))‖, |L(t, x0, ω1(t))|} ≤ kω

and

〈∇xhi(s, x),Ψ(t, x0, ω1(t))−Ψ(t, x0, ω̄(t))〉 < −η

for any i ∈ {1, . . . , l} with hi(s, x) ≥ 0, x ∈ B(x0, r) and s ∈ [0, r[.
(CQ3) there exists a measurable selection (a control) ω2 of Ω : [0, 1]→ Rm satisfying

that

‖Ψ(t, x̄(t), ω̄(t))−Ψ(t, x̄(t), ω2(t))‖+ |L(t, x̄(t), ω̄(t))− L(t, x̄(t), ω2(t))| ≤ kω

and

〈∇xhi(s, x̄(s)),Ψ(t, x̄(t), ω2(t))−Ψ(t, x̄(t), ω̄(t))〉 < −η

for any i ∈ {1, . . . , l} with hi(s, x̄(s)) = 0, for a.e. t, s ∈ (τ − r, τ ] ∩ [0, 1],

where τ := inf

{
t ∈ [0, 1] | ∃i ∈ I(t, x̄(t)),

∫
[t,1]

µi(ds) = 0

}
.

Proof. This results is a direct consequence of [25, Theorem 4.2]. It is enough to
remark that, under the assumptions we have considered in this paper, it follows that

∂>x h(t, x) =

{
co {∇xhi(t, x) | hi(t, x) = h(t, x)} if h(t, x) ≥ 0,

∅ otherwise,
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where ∂>x h(t, x) stands for the hybrid partial subdifferential of h(t, x) = max
i=1,...,l

hi(t, x).

Therefore, it is not difficult to check that (CQ2) and (CQ3) imply (CQ) and (CQn)
in [25, Theorem 4.2], respectively.

Remark 4.3. Let us point out that the constraints qualifications in [25, Theorem
4.2] were for the first time proposed in [24] and were as well stated in terms of the
hybrid partial subdifferential.

4.1. Optimality conditions for the auxiliary problem. It is not difficult to
check that, for any γ > 0 the assumptions in Lemma 4.1 hold for the state variables
x = (x, y) ∈ RN+1, the control ω = (u, a) ∈ Rm+l,

ϕ(x, y) = g̃(x, y), hi(t, x, y) = hi(t, x), Ω(t) = U(t)×A,

Ψ(t, (x, y), (u, a)) =

(
f(t, x, u)−

l∑
i=1

ai∇xhi(t, x), −
l∑
i=1

aihi(t, x)

)

and

L(t, (x, y), (u, a)) = Λ(t, a).

One then can apply Lemma 4.1 to (Pγ), implying the existence of some λγ ≥ 0,
(pγx, p

γ
y) ∈W 1,1

(
[0, 1];RN+1

)
and (positive) Borel measures µγ1 , . . . , µ

γ
l such that

(i)
(
λγ , µγ1 , . . . , µ

γ
l , p

γ
x, p

γ
y

)
6= (0, 0, . . . , 0, 0, 0);

(ii) for a.e. t ∈ [0, 1],

−ṗγx(t) ∈co ∂x

〈
qγx(t), f(t, ·, ū(t))−

l∑
i=1

ᾱi(t)∇xhi(t, ·)

〉
(x̄(t))

− pγy(t)

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t)),

−ṗγy(t) =0;

(iii) −(qγx(1), pγy(1)) ∈ λγ∂g̃(x̄(1), ȳ(1));
(iv) for a.e. t ∈ [0, 1]

〈
qγx(t), f(t, x̄(t), ū(t))−

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t))

〉
− pγy(t)

l∑
i=1

ᾱi(t)hi(t, x̄(t))

= max
u∈U(t)

{〈qγx(t), f(t, x̄(t), u)〉} −min
a∈A

l∑
i=1

{
aib

γ
i (t) +

γλγ

2
(ai − ᾱi(t))2

}

(v) supp(µγi ) ⊆ {t ∈ [0, 1] | hi(t, x̄(t)) = 0} for all i = 1, . . . , l.
where

bγi (t) := 〈qγx(t),∇xhi(t, x̄(t))〉+ pγy(t)hi(t, x̄(t)), ∀t ∈ [0, 1]
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and

qγx(t) =


pγx(t) +

l∑
i=1

∫
[0,t[

∇xhi(s, x̄(s))µγi (ds) if t ∈ [0, 1[,

pγx(1) +

l∑
i=1

∫
[0,1]

∇xhi(s, x̄(s))µγi (ds) if t = 1.

4.1.1. Constraint Qualifications. We will now show that the optimal con-
trol problem (Pγ) satisfies certain constraint qualification which guarantees that
Lemma 4.1 is satisfied in normal form. This in turn will mean that Lemma 4.2
can be applied. To be more precise, we will prove that λγ = 1.

To prove this result, we require the following intermediate result.

Lemma 4.4. Let g1, . . . , gk ∈ RN be positively linearly independent. Then, there
are β > 0 and a ∈ ∆k = {x ∈ Rk | xi ≥ 0,

∑k
i=1 xi = 1} such that〈

gj ,

k∑
i=1

aigi

〉
> β, ∀j = 1, . . . , k.

Proof. Define Φ : ∆k → Rk via the formula

Φj(a) :=

〈
gj ,

k∑
i=1

aigi

〉
, ∀a ∈ ∆k, j = 1, . . . , k.

By contradiction, assume that Φ(∆k) ∩ Rk++ = ∅, where Rk++ is the interior of the
positive orthant of Rk. This means in particular that the nonempty convex compact
set Φ(∆k) can be separated from Rk++, which means that for some s1, . . . , sk ∈ R, not
all zero at the same time, we have that〈

k∑
j=1

sjgj ,

k∑
i=1

aigi

〉
≤

k∑
j=1

sjxj , ∀a ∈ ∆k, x1, . . . , xk ≥ 0.

From here, it follows that s1, . . . , sk ≥ 0, and so, without lost of generality, we may
assume that s = (s1, . . . , sk) ∈ ∆k. Thus, evaluating the preceding inequality at a = s

and x = 0 we get
∑k
j=1 sjgj = 0, which contradicts the fact that g1, . . . , gk ∈ RN are

positively linearly independent vectors.

We are now ready to prove that normality can be ensured for problem (Pγ).

Proposition 4.5. For each γ > 0, one can choose λγ = 1, where λγ is the
multiplier given by Lemma 4.1 applied to (Pγ).

Proof. It is enough to check that constraints qualification conditions (CQ1),
(CQ2) and (CQ3) in Lemma 4.2 hold for x̄ = (x̄, ȳ) and ω̄ = (ū, ᾱ), where

ȳ(t) = −
l∑
i=1

∫ t

0

−ᾱi(s)hi(s, x̄(s))ds.

First of all, (CQ1) in Lemma 4.2 holds because of Hypothesis 2.6 and Hypothe-
sis 2.11. Indeed, for any (x, y), (x̃, ỹ) ∈ B((x0, 0), δ), u ∈ U(t) and a ∈ A and for a.e.
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t ∈ [0, r′[ we have

‖Ψ(t, (x, y), (u, a))−Ψ(t, (x̃, ỹ), (u, a))‖ ≤

(
K ′ + 2Lh

l∑
i=1

(‖ᾱi‖L∞ + 1)

)
‖x− x̃‖.

Let us now check (CQ2) in Lemma 4.2 holds. Notice that, thanks to Hypoth-
esis 2.5 and Lemma 2.9, for any feasible control (u, α) for problem (Pγ) we have
that ‖Ψ(t, (x0, 0), (u(t), α(t)))‖ and |L(t, (x0, 0), (u(t), α(t)))| are uniformly bounded
for t ∈ [0, 1]. Consequently, to check (CQ2) we only need to focus on the inequality
with the inner product.

Suppose that maxi=1,...,l hi(0, x0) = 0. Let a0 ∈ ∆l and β0 > 0 be given by
Lemma 4.4 with gi = ∇xhi(0, x0) for any i ∈ I(0, x0). Notice that thanks to Hypoth-
esis 2.7 the family {∇xhi(0, x0)}i∈I(0,x0) is positively linearly independent, thus it is
enough to set a0

j = 0 if j /∈ I(0, x0). In the light of Hypothesis 2.6, it follows then
that for any j ∈ I(0, x0) we have

〈
∇xhj(s, x),

l∑
i=1

a0
i∇xhi(t, x0)

〉
=

〈
∇xhj(0, x0),

l∑
i=1

a0
i∇xhi(0, x0)

〉

+

〈
∇xhj(s, x)−∇xhj(0, x0),

l∑
i=1

a0
i∇xhi(0, x0)

〉

+

〈
∇xhj(s, x),

l∑
i=1

a0
i [∇xhi(t, x0)−∇xhi(0, x0)]

〉
> β0 − L2

h(s+ |x− x0|+ t)

Let (s, x) ∈ [0, 1] × RN such that hj(s, x) ≥ 0. Notice that, thanks to Hypoth-
esis 2.6, there is r0 > 0 such that if s, t ∈ [0, r0) and x ∈ B(x0, r

0), then we may
assume that j ∈ I(0, x0). Therefore, it is not difficult to check that (CQ2) holds for

ω̄ = (ū, ᾱ) with ω1 = (ū, a0 + ᾱ), r = min{r0, β0

6L2
h
} and η = β0

2 .

Let us finally verify that (CQ3) in Lemma 4.2 holds for x̄ = (x̄, ȳ) and ω̄ = (ū, ᾱ).
Let τγ ∈ [0, 1] be given by

τγ := inf

{
t ∈ [0, 1] | ∃i ∈ I(t, x̄(t)),

∫
[t,1]

µγi (ds) = 0

}
.

Let aτ ∈ ∆l and βτ > 0 be given by Lemma 4.4 with gi = ∇xhi(τ, x̄(τ)) for
any i ∈ I(τ, x̄(τ)). Similarly as done for checking (CQ2), we set aτj = 0 whenever
j /∈ I(τ, x̄(τ)). It follows then that for any j ∈ I(τγ , x̄(τγ)) we have
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〈
∇xhj(s, x̄γ(s)),

l∑
i=1

aτi∇xhi(t, x̄γ(t))

〉
=

〈
∇xhj(τ, x̄(τ)),

l∑
i=1

aτi∇xhi(τ, x̄(τ))

〉

+

〈
∇xhj(s, x̄(s))−∇xhj(τ, x̄(τ)),

l∑
i=1

aτi∇xhi(τ, x̄(τ))

〉

+

〈
∇xhj(s, x̄(s)),

l∑
i=1

aτi [∇xhi(t, x̄(t))−∇xhi(τ, x̄(τ))]

〉
> βτ − L2

h(|s− τ |+ |x̄(s)− x̄(τ)|+ |x̄(t)− x̄(τ)|+ |t− τ |)

Hence, since x̄ is continuous, there is rτ > 0 such that

|x̄(s)− x̄(τ)|+ |x̄(t)− x̄(τ)| ≤ βτ

6L2
h

, ∀s, t ∈ (τγ − rτ , τγ ] ∩ [0, 1].

Therefore, it is not difficult to check that (CQ3) holds for x̄ = (x̄, ȳ) and ω̄ = (ū, ᾱ)

with ω2 = (ū, aτ + ᾱ), r = min{rτ , ητ

6L2
h
} and η = βτ

2 , which completes the proof.

As a direct consequence of Lemma 4.1 and Lemma 4.2, we get the following
optimality conditions for the auxiliary optimal control problem (Pγ).

Proposition 4.6. For any given γ > 0, recall that the assumption (3.1) still
holds. Then there exist pγ ∈ W 1,1

(
[0, 1];RN

)
, σγ , ξγ ≥ 0, positive definite Borel

measures µγ1 , . . . , µ
γ
l such that:

(a) σγ + ξγ +
∑l
i=1 µ

γ
i ([0, 1]) = 1;

(b) for a.e. t ∈ [0, 1]

−ṗγ(t) ∈co ∂x

〈
qγ(t), f(t, ·, ū(t))−

l∑
i=1

ᾱi(t)∇xhi(t, ·)

〉
(x̄(t))(4.1)

+ ξγ
l∑
i=1

ᾱi(t)∇xhi(t, x̄(t)),

where

qγ(t) =


pγ(t) +

l∑
i=1

∫
[0,t[

∇xhi(s, x̄(s))µγi (ds) if t ∈ [0, 1[,

pγ(1) +

l∑
i=1

∫
[0,1]

∇xhi(s, x̄(s))µγi (ds) if t = 1,

;

(c) −qγ(1) ∈ σγ∂g(x̄(1)) ;
(d) for a.e. t ∈ [0, 1]

max
u∈U(t)

{〈qγ(t), f(t, x̄(t), u)〉} = 〈qγ(t), f(t, x̄(t), ū(t))〉,(4.2)

and for each i = 1, . . . , l

min
a∈[0,Ai]

{
abγi (t) +

γ(a− ᾱi(t))2

2

}
= ᾱi(t)b

γ
i (t)(4.3)
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where

bγi (t) := 〈qγ(t),∇xhi(t, x̄(t))〉 − ξγhi(t, x̄(t)), ∀t ∈ [0, 1]

(e) for each i = 1, . . . , l we have supp(µγi ) ⊆ {t ∈ [0, 1] | hi(t, x̄(t)) = 0}.
Moreover, there exists c > 0 such that for any γ > 0 and n ∈ N it follows that

(4.4) ‖pγ(1)‖ ≤ c and ‖ṗγ(t)‖ ≤ c(Kf (t, ū(t)) + 1), for a.e. t ∈ [0, 1].

Proof. Let (pγx, p
γ
y) ∈ W 1,1

(
[0, 1];RN+1

)
, λγ ≥ 0 and (positive) Borel measures

µγ1 , . . . , µ
γ
l given by Lemma 4.1 applied to (Pγ). Recall that by Lemma 4.2 we can

actually take λγ = 1.
By a use of the max rule for limiting subdifferential (see [37, Theorem 5.5.2]), it

follows from Lemma 4.1, condition iii), that there exist σγ , ξγ ≥ 0, such that

(4.5) ∂g̃(x̄(1), ȳ(1)) ⊆ σγ (∂g(x̄(1))× {0}) + ξγ ({0} × {1})

and σγ + ξγ = 1. In view of the latter relation, one has that 1 ≤ σγ + ξγ +∑l
i=1 µ

γ
i ([0, 1]) and in particular Item (a) follows (up to a rescaling, if necessary). Ob-

serve that, in view of Lemma 4.1, condition ii) and of (4.5), one has that pγy(t) ≡ −ξγ
for any t ∈ [0, 1]. Furthermore, by defining pγ(t) = pγx(t), we see that Item (b) is
satisfied and, by observing again (4.5), also Item (c) is satisfied. Notice that at this
stage that µγi (ds) is a positive definite measure such that

supp(µγi ) ⊆ {t ∈ [0, 1] | hi(t, x̄(t)) = 0}

and therefore Item (e) also holds.
Let us now show that the maximum condition turns into two independent maxi-

mum conditions (Item (d) in the statement of the proposition), one for the standard
control u and another for the auxiliary control α.

Notice that the maximality condition given by Lemma 4.1 can be written as

max
u∈U(t)

{〈qγ(t), f(t, x̄(t), u)− f(t, x̄(t), ū(t))〉}

= min
a∈A

l∑
i=1

{
aib

γ
i (t) +

γ(ai − ᾱi(t))2

2

}
−

l∑
i=1

ᾱi(t)b
γ
i (t).

Since the right-hand side term in the equality is nonpositive and the left-hand side
term is nonnegative, we get that maximality condition splits in two conditions, namely,
for a.e. t ∈ [0, 1], one gets (4.2) and

min
a∈A

l∑
i=1

{
aib

γ
i (t) +

γ(ai − ᾱi(t))2

2

}
=

l∑
i=1

ᾱi(t)b
γ
i (t).(4.6)

By the definition of A, it is not difficult to see that (4.3) follows from (4.6).
Notice that thanks to the definition of qγ , Item (a) and the Hypothesis 2.6 we get

‖qγ(t)‖ ≤ ‖pγ(t)‖+ Lh

l∑
i=1

µγi ([0, 1]) ≤ ‖pγ(t)‖+ Lh, ∀t ∈ [0, 1].
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Furthermore, in view of Item (c) one obtains the following estimate:

‖pγ(1)‖ ≤ σγLg + Lh

l∑
i=1

µγi ([0, 1]) ≤ Lg + Lh.

Therefore, the end point ‖pγ(1)‖ is uniformly bounded. Moreover, by the adjoint
equation Item (b), Hypothesis 2.4, Hypothesis 2.6 and Lemma 2.9 it follows that for
for a.e. t ∈ [0, 1] we also have

‖ṗγ(t)‖ ≤

(
Kf (t, ū(t)) + Lh

l∑
i=1

(‖ᾱi‖L∞ + 1)

)
(‖pγ(t)‖+ Lh) + ξγLh

l∑
i=1

‖ᾱi‖L∞ .

Hence, in view of the previous estimates and an application of the Grönwall’s Lemma,
the relation (4.4) follows. This completes the proof.

Remark 4.7. It is worth noticing at this stage that the necessary conditions pro-
vided by Proposition 4.6 are non-trivial even when σγ and

∑l
i=1 µ

γ
i ([0, 1]) are both

vanishing, as long as condition (3.1) holds. Indeed, for any given matrix-valued mea-
surable selection

X(t) ∈ Dxf(t, x̄(t), ū(t)), a.e. t ∈ [0, 1],

one has that pγ is the unique solution of the initial value problem

−ṗ(t) = p(t)X(t) +

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t)), p(1) = 0.

By calling M(t) the fundamental matrix solution associated to the linear system
v̇(t) = X(t)v(t), then

pγ(t) = M(t)

∫ 1

t

M−1(τ) ·

(
l∑
i=1

ᾱi(τ)∇xhi(τ, x̄(τ))

)
dτ.

Furthermore in view of condition (3.1), one has that there exists a positive measure
set I such that

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t)) 6= 0, a.e. t ∈ I.

Hence, since M(t) is a full rank matrix for each t ∈ [0, 1], one has that pγ(t) is an
absolutely continuous arc such that supt∈[0,1] ‖pγ(t)‖ 6= 0.

4.2. About the convergence of the multipliers. For a given sequence γn →
0 as n → +∞, let us study the convergence of the multipliers and the conclusions
that can be gathered from Proposition 4.6. At this stage, we remind that condition
(3.1) still holds.

Notice that from Proposition 4.6 it can be deduced that the sequence {pγn}n∈N
is relatively compact in W 1,1

(
[0, 1];RN

)
(thanks to [1, Theorem 0.3.4]), in the sense

that one may assume that there is p ∈W 1,1
(
[0, 1];RN

)
such that pγn → p uniformly

on [0, 1] and ṗγn ⇀ ṗ weakly in L1
(
[0, 1];RN

)
, along a subsequence, which we do not

relabel.
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Using now a routine convergence procedure, one can extract a subsequence (again
we do not relabel) such that σγn → σ, ξγn → ξ, qγn → q pointwise on [0, 1], µγni ⇀ µi
weakly? for all i = 1, . . . , l as n → +∞, where σ, ξ ≥ 0, each µi is a positive definite
Borel measure and q ∈ BV

(
[0, 1];RN

)
is such that

q(t) =


p(t) +

l∑
i=1

∫
[0,t[

∇xhi(s, x̄(s))µi(ds) if t ∈ [0, 1[,

p(1) +

l∑
i=1

∫
[0,1]

∇xhi(s, x̄(s))µi(ds) if t = 1.

It is not difficult to see that the weak-? convergence of the sequences {µγni }n∈N to µi
implies that µγni ([0, 1])→ µi([0, 1]) as n→ +∞, for any i = 1, . . . , l.

Therefore, it follows from Item (a) that σ + ξ +
∑l
i=1 µi([0, 1]) = 1 and, in view

of the condition (3.1), one also has σ+ ξ
∑l
i=1

∫ 1

0
ᾱi(t)dt+

∑l
i=1 µi([0, 1]) > 0. Then,

by further rescaling (if necessary), one obtains the condition

(I) σ + ξ

l∑
i=1

∫ 1

0

ᾱi(t)dt+

l∑
i=1

µi([0, 1]) = 1;

Furthermore, the right-hand side in Item (b) converges a.e. in [0, 1] to

co ∂x

〈
q(t), f(t, ·, ū(t))−

l∑
i=1

ᾱi(t)∇xhi(t, ·)

〉
(x̄(t)) + ξ

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t)),

and we deduce that Item (b) yields to
(II) for a.e. t ∈ [0, 1]

−ṗ(t) ∈co ∂x

{
q(t) ·

(
f(t, x̄(t), ū(t))−

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t))

)}

+ξ

l∑
i=1

ᾱi(t)∇xhi(t, x̄(t))

Notice that the fact that the limiting subdifferential of a Lipschitz continuous function
has closed graph ([9, Proposition 10.10]) combined with Item (c) leads to

(III) −q(1) ∈ σ∂g(x̄(1));
Note as well that (4.2) in Item (d) leads to the following maximality condition

(IV) for a.e. t ∈ [0, 1],

〈q(t), f(t, x̄(t), ū(t))〉 = max
u∈U(t)

{〈q(t), f(t, x̄(t), u)〉} .

In view of the properties of the weak convergence of measures, one has that the
supports of the measures µγi for i = 1, . . . , l satisfy

(V) for each i = 1, . . . , l we have supp(µi) ⊆ {t ∈ [0, 1] | hi(t, x̄(t)) = 0}.
Finally, let Ii ⊆ [0, 1] be a measurable set of full measure in [0, 1] such that (4.3)

is well-defined for any t ∈ Ii . It is worth noticing that ᾱi(t) < Ai and so is either 0 or
an internal point of [0, Ai], for every t ∈ Ii, i = 1, . . . , l. Furthermore, when ᾱi(t) > 0,
then it satisfies the first order necessary condition

(4.7) bγni (t) = 0.
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Since bγni (t) = 〈qγn(t),∇xhi(t, x̄(t))〉−ξγnhi(t, x̄(t)) and by observing that, if ᾱi(t) > 0
then hi(t, x̄(t)) = 0, it follows from (4.7) that

〈qγn(t),∇xhi(t, x̄(t))〉 = 0, when ᾱi(t) > 0.

Consequently, by passing to the limit for n → ∞ (4.3) in Item (d) yields to the
following orthogonality condition.

(VI) 〈q(t),∇xhi(t, x̄(t))〉 = 0 for a.e. t ∈ {s ∈ [0, 1] | ᾱi(s) > 0}.
This concludes the proof of Theorem 2.12 when condition (3.1) holds.

4.3. Proof of the main result. So far, we have shown Theorem 2.12 in the
case in which the normal cone related to the process (x̄, ū) is active (namely, when
condition (3.1) holds). It remains to show Theorem 2.12 when ᾱi(t) = 0, a.e. t ∈ [0, 1]
and for all i = 1, . . . , l. However in this latter case, (x̄, ū) is also a minimizer of the
standard optimal control problem with state constraints (and no end-point constraint)

Minimize g(x(1))

over all x ∈W 1,1
(
[0, 1];RN

)
and u ∈M ([0, 1];Rm)

such that ẋ(t) = f(t, x(t), u(t)), a.e. on [0, 1],

u(t) ∈ U(t) for a.e. t ∈ [0, 1],

hi(t, x(t)) ≤ 0, for any t ∈ [0, 1], i = 1, . . . , l

x(0) = x0,

‖x− x̄‖L∞ ≤ δ.

(P̄ )

Again, it is not difficult to check that the assumptions in Lemma 4.1 hold for the
state variables x = x ∈ RN , the control ω = u ∈ Rm,

ϕ = g, hi = hi, Ω = U, Ψ = f and L = 0.

One then can apply Lemma 4.1 to (P̄ ), implying the existence of some σ ≥ 0, p ∈
W 1,1

(
[0, 1];RN

)
and (positive) Borel measures µ1, . . . , µl such that

(i) (σ, µ1, . . . , µl) 6= (0, 0, . . . , 0);
(ii) for a.e. t ∈ [0, 1],

−ṗ(t) ∈co ∂x 〈q(t), f(t, x̄(t), ū(t))〉 ;

where

q(t) =


p(t) +

l∑
i=1

∫
[0,t[

∇xhi(s, x̄(s))µi(ds) if t ∈ [0, 1[,

p(1) +

l∑
i=1

∫
[0,1]

∇xhi(s, x̄(s))µi(ds) if t = 1.

(iii) −q(1) ∈ σ∂g(x̄(1));
(iv) for a.e. t ∈ [0, 1]

〈q(t), f(t, x̄(t), ū(t))〉 = max
u∈U(t)

{〈q(t), f(t, x̄(t), u)〉} ;

(v) supp(µi) ⊆ {t ∈ [0, 1] | hi(t, x̄(t)) = 0} for all i = 1, . . . , l.
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By rescaling the relation (i), one can easily obtains the non-triviality condition

σ +

l∑
i=1

µi([0, 1]) = 1.

Hence, by observing again conditions (ii)-(v) above, one has that the statement of
Theorem 2.12 is verified also in the case in which the normal cone is not active. This
concludes the proof of Theorem 2.12.

5. Examples.

5.1. A smooth boundary case. In this section we will apply Theorem 2.12
to a slight modification of an example presented in [5]. Consider the optimal control
problem 

Minimize g(x(1))

over all x ∈W 1,1([0, 1]; R2) and u ∈M([0, 1]; R2)

such that ẋ(t) ∈ u(t)−NP
C (x(t)), for a.e. t ∈ [0, 1],

u(t) ∈ [−1, 1]2, for a.e. t ∈ [0, 1],

x(t) ∈ C, for any t ∈ [0, 1].

x(0) = (0, x0
2) ∈ C,

(E)

in which C = {(x1, x2) ∈ R2 | −x2 ≤ 0}, x = (x1, x2), g(x) = x1 +x2 and 0 < x0
2 < 1.

This is clearly an example of (P) in which the constraint consists in a fixed half plane
described by the function h(t, x) = −x2; here, since we are in the case l = 1, we
suppress the subindex i = 1 in the data of the problem. Given the simple structure
of the constraint, the normal cone can easily be written as

NP
C (x) =

{
(0,−α) ∈ R2 | α ≥ 0

}
.

Since the contour lines of g are defined by ∇g(x) = (1, 1), it is reasonable to expect
that any optimal solution will reach the point (−1, 0). Indeed, it can be accomplished
with the optimal control û = (−1,−1), which generates the optimal trajectory x̂
touching ∂C at time t̂ = x0

2 and sliding along ∂C in the interval [t̂, 1]. In this case

α̂(t) =

{
0 if t ∈ [0, t̂]

1 if t ∈]t̂, 1]

At this stage, it is worth noticing that such an optimal trajectory is not unique.
Indeed, for instance, if t̃ = 1− x0

2, then the control

ũ(t) =

 (−1, 0), if t ∈ [0, t̃[

(−1,−1), if t ∈]t̃, 1]

generates a different optimal trajectory x̃ which touches ∂C just at t = 1.
Let x̄ an optimal trajectory and ū a corresponding optimal control. Let t̄ ∈]0, 1]

the first time at which x̄(t̄) ∈ ∂C, that is, x̄2(t̄) = 0. Let ᾱ be the reaction terms
associated with the normal cone satisfying

ẋ(t) = u(t)− ᾱ(t)

(
0
−1

)
, for a.e. t ∈ [0, 1].
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By the complementary condition (2.3), it follows that ᾱ(t) = 0 a.e. on [0, t̄]. Moreover,
if x̄2(t) = 0 for t ∈ (a, b), then ˙̄x2(t) = 0 for any t ∈ (a, b), which implies

ū2(t) = −ᾱ(t) ≤ 0, a.e. whenever x̄ ∈ ∂C.

Therefore, any optimal control must be such that ū2(t) ∈ [−1, 0] whenever x̄ ∈ ∂C.
Bearing the previous considerations in mind, we now apply Theorem 2.12. The

adjoint equation (ii) reads as ṗ = (0, ξᾱ(t)) a.e. t ∈ [0, 1], while the transversality
condition (iii) implies −q(1) = σ(1, 1), where σ ≥ 0, q1(t) = p1(t) for any t ∈ [0, 1]
and

q2(t) =

{
p2(t)− µ([0, t[) if t ∈ [0, 1[,

p2(1)− µ([0, 1]) if t = 1,

where µ is a positive measure satisfying the conditions (i) and (v). Notice that
q1(t) = p1(t) = −σ for any t ∈ [0, 1]. The maximality condition (iii) leads then to

(5.1) σ(ū1(t) + 1) = q2(t)ū2(t)− |q2(t)|, a.e. on [0, 1].

The fact that σ(ū1(t) + 1) ≥ 0 and q2(t)ū2(t) − |q2(t)| ≤ 0, implies that both terms
in (5.1) are zero. Let us also point out that by (vi) it follows that

q2(t) = 0, a.e. on {s ∈ [0, 1] | ᾱi(s) > 0}.

Thus the maximality condition holds immediately on the set {s ∈ [0, 1] | ᾱi(s) > 0}.
Combining these facts we obtain

−σ = q2(1) = p2(1)− µ([0, 1]) = p2(t) + ξ

∫ 1

t

ᾱ(s)ds− µ([0, 1]),

and so, by the non-triviality condition we get

p2(t) = 2µ([0, 1])− 1 + ξ

∫ t

0

ᾱ(s)ds.

Therefore, since ᾱ(t) = 0 if t ∈ [0, t̄[, we get that p2(t) = 2µ([0, 1])−1 for any t ∈ [0, t̄[.
By (v), it also follows that q2(t) = 2µ([0, 1])− 1 for any t ∈ [0, t̄[.

Notice that if µ([0, 1]) > 1
2 , then q2(t) > 0 on [0, t̄[ and so ū2(t) = 1 on [0, t̄[,

which is clearly a contradiction with the fact that x̄2(t̄) = 0. If on the other hand
µ([0, 1]) < 1

2 , by continuity, there exists τ ∈]t̄, 1] such that

ξ

∫
Θτ

ᾱ(s)ds <
1

2
− µ([0, 1]), where Θτ = [t̄, τ ] ∩ {s ∈ [0, 1] | ᾱi(s) > 0}.

Since

q2(t) = 2µ([0, 1])− 1 + ξ

∫ t

t̄

ᾱ(s)ds− µ([0, t[), ∀t ∈ [t̄, t[,

the latter implies that q2(t) < 0 for on Θτ , which contradicts (vi). Therefore, we must
have µ([0, 1]) = 1

2 , and so p2(t) = q2(t) = 0 for any t ∈ [0, t̄[.
We now distinguish between the cases σ = 0 and σ > 0. Let us consider first

the abnormal case. If σ = 0, one has that q1 = p1 ≡ 0 on [0, 1]. Notice that the

non-triviality condition implies that ξ
∫ 1

0
ᾱ(s)ds = 1

2 , in particular the normal cone
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must be active on a measurable set with positive measure. Let us point out that the
multiplier

µ([x0
2, t[) = µ([x0

2, t]) =
(t− x0

2)

2(1− x0
2)
, ∀t ∈ [x0

2, 1] and ξ =
1

2(1− x0
2)

with supp(µ) = [x0
2, 1], produce an admissible multiplier for the optimal trajectory x̂

described above.
Consider now the normal case, that is, σ > 0 and so, one has p1 ≡ −σ. From

the maximality condition (iii) and the structure of the control set, we get then that
ū1 ≡ −1 on [0, 1].

If p2 ≡ 0, then σ = 1
2 , ξ = 0 and µ = 1

2δ1 produce an admissible multiplier for
any optimal trajectory which satisfies all of the conditions of Theorem 2.12. This
multiplier is exactly the one identified by the necessary conditions in [5, Example 1]
and is the only multiplier related, for instance, to the optimal trajectory x̃ described
above, which doesn’t not satisfy the condition for the abnormal case.

5.2. A non-smooth boundary case. Consider the optimal control problem

Minimize g(x(1))

over all x ∈W 1,1([0, 1]; R2) and u ∈M([0, 1]; R)

such that ẋ(t) ∈

(
u(t)

0

)
−NP

C (x(t)), for a.e. t ∈ [0, 1],

u(t) ∈ [−1, 1], for a.e. t ∈ [0, 1],

x(t) ∈ C, for any t ∈ [0, 1].

x(0) = (0, 1
4 ) ∈ C,

(E)

in which C = {x ∈ R2 | x1 +x2 ≤ 1
2 , 2x1 +x2 ≤ 1}, x = x(x1, x2) and g(x) = x2−x1.

This is clearly an example of (P) in which the constraint consists in the intersection
of two half planes described by the functions h1(t, x) = x1 + x2 − 1

2 and h2(t, x) =
2x1 + x2 − 1. The normal cone in this case can be written as

NP
C (x) =

{(
α1 + 2α2

α1 + α2

)
∈ R2 | α1, α2 ≥ 0, α1(x1 + x2 −

1

2
) = α2(2x1 + x2 − 1) = 0

}
.

It is not difficult to see that in this case the global minimum is attained with the
optimal control û(t) = 1 for any t ∈ [0, 1], which generates the optimal trajectory x̂
touching ∂C at time t̂ = 1

4 and sliding along ∂C in the interval [ 1
4 , 1], switching from

the constraint given by h1 to the constraint determined by h2 at time t = 3
4 . In this

case

α̂1(t) =

{
1
2 if t ∈ [ 1

4 ,
3
4 ],

0 otherwise,
and α̂2(t) =

{
2
5 if t ∈ [ 3

4 , 1],

0 otherwise.

Let x̄ a strong local minimizer, ū a corresponding optimal control and ᾱ1 and ᾱ2 be
the reaction terms associated with the normal cone satisfying

ẋ(t) = ū(t)

(
1
0

)
− ᾱ1(t)

(
1
1

)
− ᾱ2(t)

(
2
1

)
, for a.e. t ∈ [0, 1].

By Theorem 2.12 there exist σ, ξ ≥ 0, p0 ∈ R2, some positive definite Borel measures
µ1, µ2 satisfying the following conditions:

22



1. σ + ξ‖ᾱ1‖L1 + ξ‖ᾱ2‖L1 + µ1([0, 1]) + µ2([0, 1]) = 1;

2. p0 + (µ1([0, 1])− ξ‖ᾱ1‖L1)

(
1
1

)
+ (µ2([0, 1])− ξ‖ᾱ2‖L1)

(
2
1

)
= −σ

(
−1
1

)
.

3. q1(t)ū(t) = |q1(t)| for a.e. t ∈ [0, 1], where

q(t) = p0+

(
µ1([0, t[)− ξ

∫ t

0

ᾱ1(s)ds

)(
1
1

)
+

(
µ2([0, t[)− ξ

∫ t

0

ᾱ2(s)ds

)(
2
1

)
;

4. supp(µ1) ⊆
{
t ∈ [0, 1] | x̄1(t) + x̄2(t) = 1

2

}
and

supp(µ2) ⊆ {t ∈ [0, 1] | 2x̄1(t) + x̄2(t) = 1} .

5. q1(t) + q2(t) = 0 for a.e. t ∈ {s ∈ [0, 1] | ᾱ1(s) > 0} and 2q1(t) + q2(t) = 0 for
a.e. t ∈ {s ∈ [0, 1] | ᾱ2(s) > 0}.

Since x0 ∈ int(C), then q1(t) = p0
1 on some interval [0, ε[. It follows then that p0

1 ≥ 0,
otherwise by condition 3, we would have ū(t) = −1 and so x̄(t) ∈ int(C) for any
t ∈ [0, 1]. By condition 1 it follows that σ = 1 because the state constraint is never
active, however by condition 2 we would have p0

1 = σ = 1.
As a matter of fact, taking p0

1 = σ = 1, ξ and µ1 = µ2 = 0 one gets a suitable
multiplier that satisfies all the conditions stated above, and with it one recovers the
global minimum of the problem.

It is not difficult to see that if the measures satisfy the conditions

µi([0, t[) = ξ

∫ t

0

ᾱi(s)ds and µi([0, 1]) = ξ‖ᾱi‖L1 , i ∈ {1, 2},

then if σ > 0, one gets a family of multipliers that allows us to recover the global
minimum of the problem from Theorem 2.12; in this case one needs p0

1 = σ. Notice
that if σ = 0 and p0

1 = 0, we get also get a multiplier that satisfies all the conditions
stated above, however in this case the optimality conditions become degenerate.
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